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Abstract: The aim of this paper was to report 
on a system developed of predictive model for 
foreign exchange forecasting. The study 
developed an Improved Sentiment Analysis and 
Classification Systems using Ensemble of 
Predictive Experts in foreign exchange (FOREX) 
forecasting for accurate forecast and insight of 
Foreign Exchange trends used by investors. In 
addition, the study also intended to ensemble 
predictive experts such as Decision Tree, 
Regression Analysis and Neural Networks. The 
paper presents the procedure employed in the 
development process. The development process 
adopted Agile Software Development Method. 
Analysis and Classification System of the 
Predictive Expert system is presented. Based on 
the design, the paper recommends that the 
adoption of predictive experts such as deep 
neural networks, regression analysis, and 
decision tree technique must be modeled to a 
sentiment analysis system for accurate 
forecasting of FOREX signals. 
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Introduction 

The study considered specific risk issues 
associated with the Foreign Exchange (FOREX) 
market in Nigeria. Furthermore, foreign exchange 
investors are risk takers due to the decisions they 
often make on their resources for investment. 
Accurate forecasting of data has often been 
challenging to investors in the foreign exchange 
market due to lack of predictive and statistical tools. 
The mentioned challenge is also as a result of not 
applying models that accurately predict foreign 
exchange signals and trends. According to Bimi et al 
(2018), “the routine supervision of a project’s goal 
alongside the prediction on whether an investment 
goal can be achieved or not, can be described as 
investment monitoring and forecasting”.  

The study intended to design and develop an 
Improved Sentiment Analysis and Classification 
Systems using Ensemble of Predictive Experts in 

foreign exchange (FOREX) forecasting for accurate 
forecast and insight of Foreign Exchange trends used 
by investors. Sentiment Analysis or Emotion Artificial 
Intelligence can simply be described as the 
application of Natural Language Processing (NLP) 
and Text Classification to the gaining of accurate and 
deep understanding of specific events. Classification 
system is the process of identifying opinions in text 
and labeling them as positive, negative, or neutral, 
based on the emotions using natural language 
processing (NLP) to predict accurate results. In 
addition, the study also intended to ensemble 
predictive experts such as Decision Tree, Regression 
Analysis and Neural Networks. 

A Decision Tree can be defined as an expert 
system tool used for analyzing multiple variables. 
Decision Trees segment information into groups that 
are based on the variable input. This will help a user 
assimilate the concept of decision-making. 
Regression Analysis can be defined as a statistic-
related way that shows relationship among variables. 
Also, regression analysis can be adopted for 
inspection of variables strength. A Neural Network is a 
system that is patterned after the operation of the 
human brain, and is used to solve complex pattern 
recognition problems. 

The Concept of Foreign Exchange, Money serves 
as a medium of exchange, simplifying transactions 
between millions of people in a market place. It is 
simply anything of value that the general public 
accepts for the purpose of making transactions and 
settling debts. Money is primarily used as a medium of 
exchange and is crucial in the settlement of financial 
obligations. Money is commonly referred to as 
currency (notes or coins) because it is easily used to 
make payments. That is why the terms money and 
currency are used interchangeably. Money, on the 
other hand, is more than just currency in that it 
includes other items used for transaction (Mbutor et 
al., 2016). Different mediums of exchange are used in 
transactions between people who live in different 
countries. Cross-border transactions typically 
necessitate the exchange of one currency for another 
(foreign exchange or FOREX or exchange rate). The 
price of one currency in terms of another is described 
by an exchange rate. As a result, the term FOREX is 
an acronym for foreign exchange. FOREX simply 
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Table 3.2: Input Specification 

 

 

Table 3.3: Database Design Details 

Field 
Name 

Data Type Description 
Field 
Size 

Missing 
Value

Alignment

First_Name Varchar 
First Name of 

user 
30 None Center 

Last_Name Varchar 
Last Name of 

user 
30 None Center 

DoB Date(mm/dd/yy)
Date of Birth 

of user 
6 None Center 

Address Varchar 
Residential 
Address of 

user 
100 None Center 

Mobile Varchar 
Phone 

Number of 
user 

12 None Center 

Gender Varchar 
Gender 

description of 
user 

6 None Center 

Email Varchar Email of user 20 None Center 

Username Varchar 
Username of 

user 
10 None Center 

Password Varchar 
Corresponding 
Password of 

user 
20 None Center 

Foreign 
Exchange 
Test-Sets 

Varchar 

Information for 
forecasting the 

foreign 
exchange 

market 

10 None Center 

 

Advantages of the Proposed System 

The newly developed system will ensure accurate 
decision making in the foreign exchange market via 
an ensemble of efficient predictive experts. 
Furthermore, the proposed system enables all 
processes concerning data modification before 
modeling to be known. In addition, the proposed 
system adopts a cross validation technique when 
forecasting data. The mentioned technique is a more 
systematic approach to random subsampling. Instead 
of choosing the holdout set randomly several times, 
each instance is randomly assigned to one of k equal 
sized subsets or folds before training. Next, k models 
are trained each using one of the folds as test set and 
the other k-1 folds as training so that each fold is used 
as a test set once. In this way cross validation utilizes 

all instances and each instance is used once for 
testing and k-1 times for training. 

Summary/Conclusion 

The study exhaustively analyzed the role of 
sentiment analysis in forecasting foreign exchange 
signals in the international trade market. Furthermore, 
sentiment analysis is contextual mining of text which 
identifies and extracts subjective information in source 
material, and helping a business to understand the 
social sentiment of their brand, product or service 
while monitoring online conversations. However, 
analysis of social media streams is usually restricted 
to just basic sentiment analysis and count based 
metrics. This is akin to just scratching the surface and 
missing out on those high value insights that are 
waiting to be discovered. Forex sentiment analysis is 
the process of identifying the positioning of traders, 
whether net long or net short, to influence your own 
trading decisions in the currency market. With the 
recent advances in deep learning, the ability of 
algorithms to analyze text has improved considerably. 
Creative use of advanced artificial intelligence 
techniques can be an effective tool for doing in-depth 
research. 

We believe it is important to classify incoming forex 
trader conversation about signals that are best for 
forex investment. Sentiment Analysis is the most 
common text classification tool that analyses an 
incoming message and tells whether the underlying 
sentiment is positive, negative our neutral. Sentiment 
analysis is a type of text research aka mining. It 
applies a mix of statistics, natural language 
processing (NLP), and machine learning to identify 
and extract subjective information from text files, for 
instance, a reviewer’s feelings, thoughts, judgments, 
or assessments about a particular topic, event, or a 
company and its activities as mentioned above. This 
analysis type is also known as opinion mining (with a 
focus on extraction) or affective rating.  

Recommendations 

In order to ensure confidence in making accurate 
FOREX investment decisions, the study 
recommended that the adoption of predictive experts 
such as deep neural networks, regression analysis, 
and decision tree technique must be modeled to a 
sentiment analysis system for accurate forecasting of 
FOREX signals. 
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