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Abstract—In this research work, a deep learning
approach using a YOLO convolutional neural
network (YCNN) algorithm was used to determine
the facial stress level of drivers for their overall
safety and that of others. A camera is placed on
the dashboard that continuously tracks the face of
the driver’'s image at real time and the model
extracts basic features that helps to determine if
the driver is drowsy or distracted. An alarm is
triggered that alerts the driver when his/her face is
off the car screen. Eye aspect ratio is used to
calculate when the driver is gradually sleeping off
or when eyes are closed. 10,000 images of drivers
were obtained and splitted for the training, testing
and validation phases in the ratio of 60: 20: 20.
The results obtained after testing indicates 94%
accuracy of the model. The model has a wide
application in the areas of human computer
communication, facial expression recognition,
driver fatigue determination and autonomous or
self - driving vehicles.
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1. Introduction
An accident is an unfavorable event that occurs
inadvertently and unexpectedly, usually resulting in human
and property damage as well as possible total annihilation
[1,2,3,4,5,6]. Given the potential repercussions of an
accident, it could be concluded that a driver would not
deliberately drive with the intent of causing an accident.
Again, a driver's license is a basic requirement to drive in
any country of the world, and would-be drivers are taught
and tutored about different driving rules, signs and safety

precautions during the licensing procedure [7,8,9,10,11,12].
Despite these attempts, accidents still occur, and the human
factor is surprisingly attributed as one of the leading causes
of these accidents.

Remarkably, car driving is a difficult process in which
small lack of attention and concentration can lead to
catastrophic occurrences, and many researchers have
undertaken researching on drivers’ physical and emotional
status, which reflects their internal state. However, studying
and understanding the facial state of drivers in the driving
environment would help promote and reduce the percentage
of accidents that is recorded on the road. Statistically, it is
recorded that in the driving environment, factors like stress,
fatigue, anger, sadness of drivers contribute to a large
extent, the increase in the rate of accidents
[13,14,15,16,17,18,1920]. Therefore systems and models
need to be built and developed to help the drivers while on
the steering to avoid loss of life and property. Therefore, in
this paper, a deep learning approach using a YOLO
convolutional neural network (YCNN) algorithm was used
to determine the facial stress level of drivers for their
overall safety and that of others
21,22,23,24,25,26,27,28,29,30,31,32]. The system was
trained and implemented in Google Colaboratory
environment using an open source framework called tensor
flow and kerass [33,34,35,36,37,38,39,40].

During the implementation stage, inside the car, a camera is
mounted facing the driver. The camera is utilized to record
driver’s face photos in real-time. The YCNN-based system
is able to determine from the driver’s face photos if the eye
of a vehicle driver is closed or when there is drowsiness or
when the driver is not concentrating on the car wind screen.
This is done by determining the eye aspect ratio of the
driver. The model is then programmed to sound an alarm if
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the values are consistently below the fixed threshold for at
least 35 photo frames. In this way, the driver can be assisted
by this system to avoid accidents that are associated with
drowsiness, sleeping or lack of concentration on the part of
the driver.

2. Methodology
The focus in this paper is to develop a deep learning-based
Convolution Neural Networks (CNN) system that can be

Start

trained and then used to detect the face stress level of car
driver and then trigger alarm to alert the driver that he or
she is sleepy or drowsy or loosing concentration, and hence
he or she should respond to the alert by stopping the car to
take some rest or he should concentrate and avoid whatever
is distracting him or her. The flow diagram used in the
study is shown in Figure 1. According to the procedure in
Figure 1, the phases in the model development include: data
collection, pre-processing phase, network model phase,
training phase and validation and testing.
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Flow diagram of the system model
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Dataset of drivers who are stressed or not focused on the
steering was sourced on the Internet. About 10,000 of
relevant images of drivers were downloaded from Kaggl
website available
at https://www .kaggle.com/uciml/datasets and https://archiv
e.ics.uci.edu/ml/index.php. The dataset includes images of
drivers that were stressed, drivers that were distracted,
drivers whose eyes were closed (a case of sleeping while
driving), and drivers whose eyes were not focused on the
car screen. These images were divided into the training
datasets and the testing datasets. The validation dataset was
gotten from the training/testing datasets using the Shutil
Operation in python environment.

The network was developed using YOLOv3 Convolutional
Neural Network (YCNN). The YCNN was used because it
is mostly suitable for object detection and it consists of 53
convolutional layers otherwise called darknet — 53. For
detection tasks, additional 53 layers are stacked to the
original architecture making it 106 layers. Yolov3 detection
is made in three layers: 82, 94 and 106 layers.
The experiment was performed on google colaboratory with
RAM size of GPU12gb. The framework is for recognizing
facial stress level for driving safety. The CNN model is
trained using the Kaggle dataset by adjusting the hyper
parameters like epochs, learning rate, batch size, and so on.
The batch size for this study was 34, and the training lasted
around 2200 epochs. A test face detected image from the
front camera sensor is sent into the trained CNN-based
facial stress detection system. Open-CV is used to process
the input camera images, and the Haar-Cascade classifier is
used to recognize faces, because it uses integral pictures,
which decrease duplicate operations. Classification
approach was adopted in this network for predicting
likelihood of facial features; softmax activation function
was used in the final layer to detect if a certain feature
corresponded to features of interest which include , nose ,
eye and jaw line, then a bounding block was drawn
enclosing those features.
Particularly, in this paper, a deep learning system is used to
construct the face stress level detection system by training
Convolution Neural Networks (CNN) with face image
dataset of drivers. When compared to other pattern
recognition systems, deep learning-based systems provide a
substantial advantage in accuracy and performance. In
particulalr, Haar-Cascades classifiers are used to process
the camera's incoming input image and detect the face
(ViolaJones Algorithm). Later, the image of the recognized
face is supplied into the CNN input for feature extraction
and learning. Inside the CNN, feature extraction is done via
a cascade of convolutional layers followed by a pooling
layer.

The convolutional layer is made up of many filter
banks with varying orientations that are used to extract the

features in an image using a 2D convolution operation that
extracts all of the directional characteristics. The feature
picture is supplied into the pooling layer, which reduces the
dimension of the feature map by down sampling it. To
bring non-linearity into the system, a non-linear ReLU
activation function was applied to the down sampled image.
The image's dimension is greatly reduced because to the
cascaded layers of convolutional and pooling layers.
Finally, the derived non-linearly activated feature map is
input into a softmax activation function output layer.

In operation, a camera is utilized to record photos in real-
time during the implementation stage. Inside the dashboard,
a camera is mounted facing the driver. To track a set of
facial landmarks, a face tracker is used. To classify facial
emotion classes in each frame, the holistic or local texture
features are retrieved. A pose normalization step is used to
compensate for the pose mismatch caused by head
movements and camera view by generating a virtual frontal
image of the face. The system is able to determine if the eye
of a vehicle driver is closed or when there is drowsiness or
when the driver is not concentrating on the car wind screen.
This is done by determining the eye aspect ratio of the
driver. The system was trained and implemented in Google
Colaboratory environment using an open source framework
called tensor flow and kerass.

3.0 Results and discussion

The driver's camera's live video feed is captured and
processed into frames. The ocular region is localized with
the help of the dlib library. After that, the eye is calculated
using Euclidean distance for each frame. The model is then
programmed to sound an alarm if the wvalues are
consistently below the fixed threshold for at least 35
frames. Sample snapshot of image showing a closed eye is
given in Figure 2 while Sample snapshot of image showing
a drowsy face is given in Figure 3.

Figure 2Snapshot of image showing a closed eye
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Figure 3 Snapshots of image showing a drowsy face

In order to know the systems level of compliance when
exposed to other factors, the system was further subjected
to test in different scenarios. The following factors were
considered and the corresponding findings from the results
are as follows:

i.  Eye colour and skin colour: the system was not
affected by the eye colour and skin colour of the
driver.

ii. Glasses: the model did not work with drivers that
wear classes because the eyes region, which is a
major feature that was extracted during the
training, was not being able to be captured by the
camera.

iii. Facemasks: the system works perfectly with
drivers wearing facemask so far the facemask does
not cover the eye region of the faces.

iv. Beard: the model was still working perfectly with
beard because it was not a feature of interest as far
as this research is concerned.

The system was also evaluated with varying
distance of driver position from the camera, the results
show that at a distance of 4 cm between the camera and the
driver the system performs significantly poor. And at a
distance of 3cm, the object was detected but the system did
not pop up an alarm indicating when the driver is drowsy.
However, at a distance of 2.5cm, the system works
optimally and was able to detect a drowsy driver and a
driver that is distracted by popping an alarm if the eye
aspect ratio is below the threshold that was specified.

The system was also evaluated at different angles
ranging from -90° to +90°. The results show that at an angle
of -90, the system did not work optimally. This is because,
the camera could not extract the needed feature for
processing, but when the angle was set at +90°, the system
was able to capture the images of drivers and also extract
the necessary features for preprocessing and computation.
The system was further evaluated under varying conditions
of light; particularly, the night time and the day time. The

results show that during the day time, the system perform
normal but during night, the system performs poorly.
The confusion matrices of the system model were carried
out to ascertain the level of accuracy of the model. Figure 4
and Figure 5 illustrate the matrices when a driver is drowsy
or not drowsy and the matrix to illustrate when the driver is
concentrating and when he is not. The result shows 90%
accuracy for the YOLOv3 model.

Figure 4

Matrix showing the drivers state of
drowsiness

Figure SMatrix showing drivers distraction level

In this study, YOLOvV3 was adopted as a model because of
its peculiarities as compared to the earlier version and other
object detection algorithm. Some of these peculiarities
include speed, precision and specificity of classes.
Particularly, the Darknet-19 was used as the backbone
feature extractor in YOLOVZ2, but Darknet-53 is currently
used in YOLOV3. Darknet-53 contains 53 convolutional
layers, compared to 19 in Darknet-19, making it more
powerful and efficient than other rival backbones (ResNet-
101 or ResNet-152).

In terms of Mean Average Precision (mAP) and
Intersection Over Union (IOU) values, YOLOvV3 is also
quick and precise. It is substantially faster than the other
methods of detection with comparable results. Furthermore,
by simply modifying the model's size, it can easily be
traded-off between speed and accuracy with no retraining
necessary. The results of the models evaluation showing
billions of operations per second (Ops), billion floating-
point operations per second (BFLOP/s), and frames per
second (FPS) for various backbone frameworks are shown
in Table 1. The results show that the Darknet-53 is about
1.5 times faster than ResNetl01. Darknet 53 is still as
precise as ResNet-152 while being two times faster. Using
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Nvidia GPU, YOLOV3 is substantially faster than other
detection algorithms with comparable performance.
Table 1 Results of the models evaluation showing
billions of operations per second (Ops),
billion floating-point operations per second
(BFLOP/s), and frames per second (FPS)
for various backbone frameworks

Backbone Ops BFLOP/s FPS
Darknet-19 7.29 1246 171
resNet-101 19.7 1039 53
ResNet-152 29.4 1090 37
Darknet-53 18.7 1457 78

Again, as shown in Figure 6, YOLOvV3 achieved equivalent
mAP@0.5 with a substantially faster inference time than
RetinaNet. For example, YOLOV3 achieved 57.9% mAP in
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51 milliseconds, but RetinaNet-101 achieved 57.5 percent
mAP in 198 milliseconds, which is 3.8 milliseconds faster.
During training of the model for extracting eyes from image
frames sing YOLOV3, it took 2200 epochs for the model to
sit at 70.1 mean average precision (mAP), as shown in
Figure 7. This result showed some signs of over-fitting
because when the models’ validation score stood at 66.8
mAP and test results at 64.3 mAP. However, this amount of
over fitting was acceptable for the purpose of this study as
the training set was relatively very small compared to the
standard coco dataset which was initially used for training
YOLOvV3 and other state of the art object detection
algorithms. In this study, there are 5000 images of which,
1000 images were saved for validation , 1000 images for
testing and 3000 images preserved for training. The results
showing the training data, training size, classes, mAP and
FPS of different system models are presented in Table 2.

maP@0.5

0 100 200 300 400 500 600 700 80D 90 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000 2100 2200
Figure 6 The plot of mAP versus the inference time for YOLOvV3 model
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Figure 7 The bar chart showing the mAP of training, validation and test results

Table 2 Results showing the training data, training size, classes, mAP and FPS of the different models considered in the

The three models used for comparison in this study (as
shown in Table 2) are meant to highlight the major delima
faced in selecting the right model for this work. According
to the results in Table 2, YOLOvV3, which is a light weight
version of YOLOV2 (which is also used in this study) ,
boast of faster inference time than any of the other models.
However, this speed is still greatly influenced by the
availability of a hardware accelerator such as GPU. It can
be seen in Table 2 that the YOLOv3 model trained for this
system was run on a computer without a GPU but still
boasted of frame rates greater and faster than the RCNN.
However , the accuracy of the models tell a
different story all together; faster RCCN outperforms both
YOLO models even as the YOLOv3 model in this study is
proven to be over fitted. The faster RCNN outperforms the
YOLOvV3 model in terms of accuracy because the research

TRAINING TRAINING NO OF GPU USED AT
MODEL mAP | F
0 DATA DATA SIZE CLASSES TEST ps
1 :
yolov3 eye reglon 3000 | no 70.1 15
tiny dataset
faster-
SCSE;I coco dataset 328000 91 yes 732 7
lov3
yoov coco dataset 328000 91 yes 527 | 155
tiy
study

model only needs to classify a single class, as opposed to
the aster RCNN having to classify 91 classes. This
outclassing was too significant not to explore. So, in order
to further compare the results, YOLOv3 model was used to
train the same dataset and the same class. It was discovered
(as shown in table 2) that, the YOLO tiny model trained on
the 91 classes was also significantly outperformed by faster
RCNN  model in terms of precision. But,
nevertheless,YOLOvV3 was greatly faster at inference.

Notably, from Figure 8, it is obvious that accuracy and
speed become very essential while detecting facial stress
level of a driver for driving safety. However, in driving
environment, the safety of the driver depends on how fast a
driver is alerted when he/she is drowsy or distracted. So it
is said that how fast the warning happens is important than
how accurate the warning happens, because if a system
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detects that a driver is about to sleep when in reality the
driver is not about to sleep, that false positive does not
actual have any negative effect or impact on the driver or
there is no mortality involve, but on the other hand, if it
takes a longer time for a True positive warning to come as
the case may be as seen with the Faster-RCNN model, then
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O T T

yolo v3 tiny

faster-Rcnn

the car will most likely crash before the system warns the
driver. Based on the fact that this system is deployed on
little edge devices with little computing resources, speed
becomes a very important parameter and as such very
essential to deploying such a system.

—&—mAP

——Fps

yolov3 tiny

Figure 8 Speed versus precision trade—off for the different models considered in the study

4. Conclusion

In this paper, a deep learning technique is used to develop a
face stress level detection system by training Convolution
Neural Networks (CNN) with face image data from drivers.
The network is developed using YOLOv3Convolutional
Neural Network (YCNN) as the deep learning algorithm.
The YCNN model developed is used for real-time
monitoring system that detects the driver’s facial stress
level, by studying facial expressions on the live (real-time)
face image captured from the driver. The deep CNN model
is used to track special features and the general face in
order to use it to determine the stress level. The system is
designed to monitor the eye if it is closed or about to close
or how many times it is closed in a single seconds. This
help the system to determine if the driver is stress or about
to sleep.

Specifically, the YCNN algorithm is used to detect
the eye and other features of interest, the CNN is also used
to detect if the features extracted are that of a stressed
person. The network is train to recognize the difference
between a close eye and an open eye. A period when the
eye is open and when the eye is about to close. During this
monitory phase, it alerts the driver by beeping an alarm for
the driver to stop driving and pack to have rest. In all, the
results showed that the trained YOLOv3Convolutional
Neural Network (YCNN) is quite fast in detecting the stress
level and hence enabling the system to promptly trigger the

alarm on time for the driver to take the right decision before
it becomes late.
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