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Abstract— This study presents the prediction 

of diabetes using Pima Indians Diabetes Dataset 
which were pre-processed and then employed in 
training four different machine learning models, 
namely; Logistic Regression algorithm, Support 
Vector Machine (SVM) algorithm, Random Forest 
algorithm and K Nearest Neighbors (KNN) 
algorithm.  The algorithms were trained in K-5 
folds and their performance matrix which included 
average value, accuracy, precision, F1-score and 
recall were obtained. The result revealed that the 
Random Forest outperformed the other models 
with the highest accuracy of  81.25 percent,  
Precision of  79.57 percent, Recall of  77.98 
percent  and F1-Score of 78.73 percent. Hence, the 
Random Forest algorithm was recommeneded for 
for detecting patients with diabetes or patients 
with the likelihood of having diabetes.  The ideas 
presented in this work has can assist the medical 
experts to predict the likelihood of having 
diabetes and to identify some hidden patterns in 
the factors that cause diabetes. 
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1.  Introduction 

Nowadays, technology driven solutions are used to address 
proffer solutions to problems in virtually every human 
endeavor 
[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22]. 
Also, applications of different diverse algorithms and 
approaches have facilitated technological solutions that cuts 
across data acquisition, modelling, prediction, analysis, 
forecasting, and visualization, among others 
[21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,
40]. Accordingly, in this paper, the focus is on data driven 

model for prediction of diabetes. Natively, diabetes is one 
of the world's most serious health issues. There are four 
categories of diabetes, and they are: Type 1 diabetes, type 2 
diabetes, gestational diabetes, and other kinds of diabetes 
[41,42,43,43].  Diabetes, in any form, raises the risk of 
long-term consequences. These usually appear after a 
number of years (10–20), but they may be the initial 
symptom in those who have not yet been diagnosed. The 
World Health Organization (WHO) established guidelines 
for diagnosing diabetes in pregnancy in 2006 [45]. 
According to 2017 statistics, almost 425 million individuals 
have diabetes. Diabetes claims the lives of approximately 2-
5 million people each year. It is predicted that by 2045, this 
number would have risen to 629 million [46]. 
Diabetes is influenced by a variety of factors such as height, 
weight, hereditary factors, insulin, obesity, lack of exercise, 
living style and bad dieting but the most important aspect to 
consider is sugar concentration [47,48,49,50,51]. The best 
way to avoid difficulties is to detect the problem early [52]. 
When a doctor diagnoses someone with prediabetes, they 
are advised to make changes to their lifestyle. Diabetes can 
be avoided by following a healthy diet and exercising 
regularly [53].  
         As a result, developing prediction models based on 
risk factors for the detection of diabetes is critical 
[54,55,56,57]. Traditional statistical approaches have been 
suggested as predictors in many studies. However, 
nowadays, machine learning prediction models are fast 
replacing the traditional statistical approaches 
[58,59,60,61].  Machine learning is one of the most 
essential artificial intelligence elements since it enables the 
construction of computer systems that can learn from prior 
experiences without the need for programming in every 
scenario. 
        Several researchers have conducted experiments to 
diagnose diseases using various classification algorithms of 
machine learning approaches such as J48, SVM, Naive 
Bayes, Decision Tree, Decision Table, and so on, as studies 
have shown that machine-learning algorithms 
[62,63,64,65,66,67] are more effective in diagnosing 
various diseases. The capacity to manage a vast amount of 
data, merge data from multiple sources, and integrate 
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background information in the study gives Data Mining 
[68,69] and Machine learning algorithms their power [70]. 
Accordingly, in this research, four different machine 
learning models, namely; Logistic Regression algorithm 
[71,72,73,74], Support Vector Machine (SVM) algorithm 
[75,76,77,78], Random Forest algorithm [79,80,81,82] and 
K Nearest Neighbors (KNN) algorithm [83,84,85,86] are 
trained for detecting patients with diabetes or patients with 
the likelihood of having diabetes  based on a Pima Indians 
Diabetes Dataset [87,88,89]. The prediction performance of 
the four models are compared and the best model is 
identified and recommended for detecting patients with 
diabetes or patients with the likelihood of having diabetes. 

 

2.0 Methodology 

2.1 The training datasets and feature extraction of the 
dataset 

The  Pima Indians Diabetes Dataset with 768 records 
consisting of 500 healthy patients and 268 diabetic patients 

(as shown in Figure 1) was used for the  machine models 
training. The dataset was imported in CSV using the Pandas 
Library. Also, some relevant libraries that are imported 
includes NumPy, Matplotlib, Pandas, and Sklearn.   

The vital features of the dataset are Pregnancies’, 'Glucose', 
'BloodPressure', 'SkinThickness', 'Insulin', 
‘BMI','DiabetesPedigreeFunction', 'Age' ( Figure 2).  
Standardization which is a scaling technique was applied to 
the dataset to ensure that all the features are maintained on 
the same scale. The Pandas software was used to generate 
statistics analysis of the dataset providing information on 
the data type, missing values, and unique values of datasets, 
as well as the Quantile statistics, the mean, median, mode, 
and other descriptive statistics and finally the values, 
Histograms, and Correlations are frequently used to create 
strongly correlated variables based on the dataset.  

 

 

 
Figure 1: The proportion of the classes in the data sets 
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Figure 2: Features of the dataset 

 

 

2.2 Model Training 

The dataset was split into the training set and the validation 
set in the ratio of 75:25. The following machine learning 
algorithms were trained; Logistic Regression algorithm, 
Support Vector Machine (SVM) algorithm, Random Forest 
algorithm and K Nearest Neighbors (KNN) algorithm. In 
order to evaluate the different machine models used, 
accuracy, recall, precision and f1-score metrics were used. 

 

Logistic Regression Model: The Logistic Regression 
machine learning algorithm is a linear classifier that 
predicts the output based on probability. It employs the 
sigmoid function. The output falls between 0 and 1. If the 
threshold is 0.5 then values from 0 to 0.49 are false, while 
values between 0.5 to 1.0 are true. The  hyperparameter 
optimization for the learning algorithm was C: 0.5, penalty: 
'l2'. This C: 0.5, penalty: 'l2'  was used to control the 
learning process.   

Random Forest Model: The Random Forest Algorithm is 
based on ensemble learning and it employs multiple 
decision trees in making its predictions. The Random Forest 
was trained to detect diabetes using the datasets obtained. 
The hyperparameter optimization used for the Random 
Forest model were:  criterion: 'entropy' min_samples_split: 
30, n_estimators: 110. 

Support Vector Machine Model:  Support Vector 
Machine is a poplar supervised learning algorithm. The 
linear kernel of the support vector machine was used to 
train the model. The hyperparameters used to train this 
model was kernel: 'rbf’' . 

 

K-nearest Neighbour (KNN) Model:  The K Nearest 
Neighbour algorithm works on the principle of allocating a 
weight to each data point, which is referred to as a 
neighbor. The hyperparameters  used to train  the KNN 
were: n_neighbors=9, metric='minkowski', p=2.  

 

3. Results and discussion 

 The results for several supervised machine learning 
models, as well as the model's performance utilizing the 

same dataset are presented. 

3.1 The results for the Logistic Regression Model 

         The result of a fitting procedure of total of five times 
(5-fold cross validation) was performed on the Logistic 
regression. In the first procedure, the accuracy of logistic 
regression (train accuracy) on the 90 percent of the data it 
was trained on was 85.02 accurate while on the accuracy of 
logistic regression on the 10 percent of the dataset it has not 
seen (test accuracy) was 65.10 accurate. In the second fold, 
it had train accuracy of 86.42  and test accuracy of 85.19. 
The third fold gave a training accuracy of 88.60  and 
validation accuracy of 86.19. The fourth fold had 81.34 and 
validation accuracy of 81.34. The fifth training yielded a 
result of 85.19 accuracy and validation result of 85.19.  

 The train accuracy gave an average of 80.60 while the test 
accuracy (validation accuracy) gave an average of 81.00.  It 
gave an average score of 79.57 for precision, average score 
of 76.89 for Recall and finally an average score of 77.87 
was gotten for F1-Score. The confusion matrix of logistic 
regression shown in Figure 3 shows that the logistic 
regression model  had 112 True Positives  ,  False Positive 
of 13,  False Negatives of  24  and True Negative of 43. 
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Figure 3: Confusion Matrix for Logistic Regression Model 

3.3 The results for the Support Vector Machine model 

A 5-fold cross validation was performed on the Support 
Vector Machine model.  The test accuracy (validation 
accuracy) gave an average of 79.17. The confusion matrix 
of the Support Vector Machine shown in Figure 4  shows 
that the Support Vector Machine had 108 True Positives  

and False Positive of 17. The Support Vector Machine also 
had 23  False Negatives and True Negative of 44.  An 
average score of 77.29 was generated for precision, average 
score of 76.04 for Recall and finally an average score of 
76.56 was gotten for F1-Score. 
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Figure 4: Confusion matrix for Support Vector Machine Model 

 

3.3 The results for the K Nearest Neighbor Model 

The  K Nearest Neighbor (KNN) model gave an average 
score of 80.73 for Accuracy, 79.17 for Precision, 77.58 for  
Recall and 78.23 for F1-score. As shown in the confusion 
matrix of Figure 5, the K Nearest Neighbour model had a 

True Positive score of 110, False Positive of 15, False 
Negative score of 22 and True Negative score of 45.  
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Figure 5: Confusion matrix for k nearest neighbor 

 

3.3 The results for the Random Forest Model 

The test accuracy of Random Forest (validation accuracy) 
gave an average of 81.25. The confusion matrix of Random 
Forest shown in Figure 6 shows that the Random Forest 
model had 111 True Positives, 14 False Positives, False 

negative of  22 and 45 True Negatives. It gave an average 
score of 79.86 for Precision, average score of 77.98 for 
Recall and finally an average score of 78.73 was gotten for 
F1-Score.  
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Figure 6 Confusion matrix for random forest 

 

3.4 Comparison of the performance of the four models 

  

The accuracy plot showing Logistic Regression, K Nearest 
Neighbor, Support Vector Machine and Random Forest is 
depicted in Figure 7 while . Figure 8 shows the precision 

plot for the machine learning algorithms used to predict 
diabetes in this study. The recall chart for the machine 
learning models used is shown in Figure 9. The weighted 
average of Precision and Recall is the F1 Score. The graph 
for the F1-score for the four models are shown in Figure 10. 
The Summary of validation accuracy, precision, recall, f1-
score for each ML model is given in Figure 11. 
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Figure 7 Accuracy chart for each Machine Learning model 

 

 

 

 
 

Figure 8 Precision chart for each Machine Learning model employed 
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Figure 9 Recall chart for each Machine Learning model employed 

 

 
Figure 10  F1-score chart for each machine learning model employed 
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Figure 11 The summary of validation accuracy, precision, recall, f1-score for each ML model 

In healthcare problems, the goal is to reduce the number of 
false negatives. The false negatives are the patients this 
model predicted to be healthy, but the fact is that these 
patients have diabetes. This is why the recall metric is 
highly considered in the healthcare industry. The higher the 
recall, the lower the false negatives. The machine learning 
models that gave us the lowest number of false negatives 
were the K Nearest Neighbour and the Random Forest 
models.  

        The accuracy of a machine learning model is a metric 
for determining which model is the best at recognizing 
relationships and patterns between variables in a dataset 
based on the input, or training, data. The train accuracy 
gave an average of 80.60 while the test accuracy (validation 
accuracy) gave an average of 81.00. This means that the 
Logistic Regression performed better on the dataset it was 
trained on than on the dataset it was validated on.  The 
confusion matrix of Logistic Regression shown in Figure 3 
shows that the Logistic Regression was able to predict 112 
people with diabetes as people with diabetes (True 
Positive).  It also predicted 13 people with no diabetes as 
people that have diabetes (False Positives). Logistic 
Regression was also able to predict 24 diabetic patient   as 
normal patient (False Negatives) and 43 diabetic patient as 
diabetic patient (True Positive). It gave an average 
precision score of 79.57 which means that the Logistic 
Regression learning performance   was 79.57 percent, the 
positive predictions that were missed by Logistic 
Regression were 76.89 percent and was able to retrieve 
77.87 percent of data.  

         The confusion matrix of Support Vector Machine 
shown in Figure 4 shows that the Support Vector Machine 

had a True Positive which means it was able to predict 108 
people with no diabetes as people with no diabetes It also 
predicted 17 people with no diabetes as people with 
diabetes (False Negative). Support Vector Machine was 
also able to predict 23 diabetic patients   as   patient that are 
not diabetic and 44 non-diabetic patient as non-diabetic 
patient.  An average Precision score was of 77.29 meaning 
that the percentage at which Support Vector Machine 
performed was 77.29, average score of 76.04 was given for 
Recall. This means that correct positive predictions were 
produced out of all possible positive predictions was 76.04 
and finally an average score of 76.56 was gotten for F1-
Score which is the capacity for this machine learning to 
retrieve information from the storage system. 

       The K Nearest Neighbor (KNN) gave an average score 
of 80.73 for Accuracy, 79.17 for Precision, 77.58 for Recall 
and 78.23 for F1-score. K Nearest Neighbor had a True 
Positive score of 110 which is the cases in KNN predicted 
yes (they have the disease), actually do have the disease, 
False Positive of 15 which is KNN model predicted yes, but 
they don't actually have the disease. (Also known as a 
"Type I error."), False Negative score of 22 which is the 
model predicted no, but they actually do have the disease. 
(Also known as a "Type II error.") and finally, True 
Negative score of 45 which is KNN predicted no, and they 
do not have the disease. 

         The Random Forest model was able to predict 111 
people with diabetes as people with diabetes (True 
Positives).  It also predicted 14 people with no diabetes as 
people that have diabetes (False Positives). It predicted 22 
as patients with no diabetes, but they actually do have the 
disease. (Also known as a "Type II error.") (False 
Negatives) and 45 non-diabetic patients as non-diabetic 
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patients (True Negatives). It gave an average score of 79.86 
for Precision, average score of 77.98 for Recall and finally 
an average score of 78.73 was gotten for F1-Score.  In all, 
in this research, Random Forest model generated the 
highest accuracy of  81.25 percent,  Precision was 79.57 
percent, Recall was 77.98 percent  and F1-Score was 78.73 
percent. 

Conclusion 

The use of different machine learning algorithms to predict 
diabetes is presented. The machine learning algorithms 
considered includes; Logistic Regression algorithm, 
Support Vector Machine (SVM) algorithm, Random Forest 
algorithm and K Nearest Neighbors (KNN) algorithm. 
The  Pima Indians Diabetes Dataset was used for the model 
training and validation. The dataset  had two classes which 
were normal patients and diabetic patients. The dataset was 
used to train the different machine learning models to 
determine which model would be suitable for detecting 
patients with diabetes or patients with the likelihood of 
having diabetes. Out of the four different machine learning 
models considered, the  Random Forest algorithm 
generated the highest accuracy of 81.25 percent, Precision 
of  79.57 percent, Recall of 77.98 percent and F1-Score of 
78.73 percent. Hence, the Random Forest algorithm was 
recommeneded for for detecting patients with diabetes or 
patients with the likelihood of having diabetes. 
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