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Abstract— In this paper, comparative 
evaluation of performance of improved Silhouette   
method for sensor nodes clustering applications 
is presented. Specifically, the improved Silhouette 
method is compared with three other methods, 
namely, the Elbow method, the Gap Statistics 
method and the classical Silhouette   method. The 
comparison is made in terms of the optimum 
number of clusters obtained and the execution 
time of the algorithm for any given set of sensor 
nodes randomly distributed in a given network 
coverage area. Simulations were conducted for 
different numbers of sensor nodes in a network 
coverage area of 1000 m by 1000 m. Each of the 
four methods were employed to determine the 
optimum number of clusters for the 5000 sensor 
nodes and the Elbow method arrived at four as the 
optimal number whereas the other three methods 
gave five as the optimal number. Again the results 
shows that with 5000 sensors,  the classical 
Silhouette method has the highest mean 
execution time of 6.68 s followed by the gap 
statistics method with execution time of 6.55 s. 
The improved Silhouette method had the lowest 
execution time of 6.10s. Again, execution time of 
the improved Silhouette is compared to the 
execution time of the Gap statistics method. The 
results showed that with 5000 nodes, the 
improved Silhouette method is 0.46 s faster than 
the Gap statistics method. With 10000 nodes, the 
improved Silhouette method is 1.04 s faster than 
the Gap statistics method and with 15000 nodes, 
the improved Silhouette method is 2.04 s faster 
than the Gap statistics method. In all, the 
improved Silhouette provided the fastest 
algorithm for computing the optimal number of 
clusters. 

Keywords— Silhouette   Method, Elbow 
Method, Sensor Node, Gap Statistics Method, 
Clustering 

1. INTRODUCTION 
Across the globe, wireless sensors are increasingly 

being deployed in diverse applications [1,2,3,4]. The 
emerging smart systems like smart homes, smart city, smart 
transport, smart grid , smart farming among others are all 
relying on in concept of Internet of sensors for timely data 
collection and communication as well as control and remote 
management of devices and systems [5, 6,7,8]. With the 
growing applications of wireless sensors and the resource 
constraint nature of such sensors, effort is being made to 
provide techniques to optimize the resource utilization and 
maximize the battery life span of such sensors [9,10,11]. 
One method of achieving managing the energy efficiency 
of the sensors in a large sensor network is clustering 
[2,13,14]. In this case, the sensors are grouped into clusters 
and cluster head is assigned to each cluster to serve as the 
base station or gateway for communicating with the other 
remote systems connected to the network.  

In a clustered network, determining the 
appropriate number of clusters that will be required is 
always a challenge [15,16]. However, this is accomplished 
using some methods. Some of the popular methods include 
the Elbow method, the Gap statistics, and the Silhouette 
method [17,18,19]. However, of these methods require the 
computing resource of the sensor network. The execution 
time of the methods can affect the performance of the 
system, especially when large number of nodes are 
involved. Accordingly, in this study, an improved 
Silhouette method is presented and the performance of the 
improved method is compared with the three listed 
approaches. The focus of the study is to demonstrate 
through simulations, the ability of the improved method to 
enhance the timely determination of the required optimal 
number of clusters in the face of large number of nodes to 
be considered.  



Science and Technology Publishing (SCI & TECH) 
ISSN: 2632-1017 

Vol. 8 Issue 4, April - 2024 

www.scitechpub.org 
SCITECHP420322 1807 

2. METHODOLOGY 
This paper focused on evaluating the performance of an 
improved Silhouette   method of determining the optimal 
number of clusters required for a given distribution of 
sensor nodes in a given network coverage area. The 
improved Silhouette   method is compared with three other 
methods, namely, the Elbow method, the Gap Statistics 
method and the classical Silhouette   method. This is an 
essential step in the clustering of sensors. It helps to 
minimize the mean energy consumption of the sensors 
when they transmit to the cluster heads or gateway located 
within the cluster. The key concept behind each of the three 
methods is to determine the optimum number of clusters 
with the minimum total within-cluster sum of square 
(WSS). Increasing the number of clusters beyond the 
optimal value does not show any significant reduction in 
the value of the WSS. On the other hand, reducing the 
number of clusters below the optimal value will 
significantly increase the WSS value.  Moreover, having 
the number of clusters above the optimum value increases 
the number of cluster heads or gateways required for the 
given network which amounts to additional cost that does 
not significantly improve on the network performance.  
Notably, the three listed methods, Elbow method, Gap 
Statistics method and Silhouette   method have been widely 
studied and are implemented in this work just as the other 
works have published. Therefore, in this work, the 
flowchart of the classical Silhouette   method is presented. 
The improved Silhouette   method is developed from the 
classical Silhouette   method. As such, the flowchart of the 

improved Silhouette   method is also presented as it shows 
the modifications the have been made and the relationship 
with the classical Silhouette   method. Furthermore, the 
simulation of optimal number of cluster determination 
using each of the various method listed is presented. 
The flowchart of the Silhouette   method for determination 
of optimal number of clusters is presented in Figure 1. 
Similarly, the flowchart of the improved Silhouette   
method for determination of optimal number of clusters is 
presented in Figure 2.  
The improvement is based on addressing the inherent 
challenge in the classical Silhouette   method. Notable, it 
requires initialization of centroid and expected number of 
clusters. Given that the choice of the initial value for the 
centroid can significantly affect the implementation time 
for determination of the optimal number of clusters, the 
improved Silhouette   method employed some smart 
initialization concepts among other salient features. 
First, the improved Silhouette   me uses smart initialization 
technique which employs   probability distribution 
technique which takes points located far apart as the initial 
centroid. Secondly it transforms data into scale between 0 
and 1 before the data is loaded into the Silhouette 
algorithm. Thirdly, it assigns sensor nodes to the centroid 
determined using the triangle inequality approach where 
‖𝑥‖  ‖𝑦‖  ‖𝑥  𝑦‖  as presented in Figure 2. This 
approach significantly reduces the computation time for the 
distance. 
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Figure 2 The flowchart of the improved Silhouette   method for determination of optimal number of clusters

3. RESULTS AND DISCUSSIONS 
Simulations were conducted for different numbers of sensor 
nodes in a network coverage area of 1000 m by 1000 m. 
The case of 5000 sensor nodes distributed randomly within 
the 1000 m by 1000 m area is shown in Figure 3. Each of 
the four methods were employed to determine the optimum 
number of clusters for the 5000 sensor nodes and the Elbow 

method arrived at 4 as the optimal number, as shown in 
Figure 4. However, the Gap statistics, the classical 
Silhouette  and the improved Silhouette  method gave 5 as 
the optimal number, as shown in Figure 5 for the Gap 
Statistic method, in Figure 6 for the classical Silhouette  
method and in Figure 8 for the classical Silhouette  method. 
The bar chart that shows the summary of the optimal 

Start 

Define the relative distance between each data points as 𝑑1 

Define and compute the average distance between sensor node and 
other sensor nodes within its cluster as 𝑑ேேሺ𝑖ሻ 

Define and compute 𝑑2 and 𝑑ேே
ᇱ ሺ𝑖ሻ such that ‖𝑥‖  ‖𝑦‖ 

‖𝑥  𝑦‖ based on triangle inequality rule 
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faster than the Elbow method. With 10000 nodes, the 
improved Silhouette method is 0.46 s faster than the Elbow 
method and with 15000 nodes, the improved Silhouette 
method is 1.34 s faster than the Elbow method.  
Again, execution time of the improved Silhouette is 
compared to the execution time of the Gap statistics 
method. The results showed that with 5000 nodes, the 
improved Silhouette method is 0.46 s faster than the Gap 
statistics method. With 10000 nodes, the improved 
Silhouette method is 1.04 s faster than the Gap statistics 

method and with 15000 nodes, the improved Silhouette 
method is 2.04 s faster than the Gap statistics method.  
As noted, the results show that the Elbow is not accurate in 
determining the optimal number of clusters when compared 
with the other three methods. As such, though the Elbow is 
slightly slower than the improved Silhouette method, it 
made not be recommended since the computation accuracy 
is poor. In all, the improved Silhouette provided the fastest 
algorithm for computing the optimal number of clusters. 

 

Figure 9 The bar chart that shows the summary of the execution times of the four different methods for each of the four 
different random distributions of the 5000 sensors 
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Figure 10 The bar chart that shows the summary of the execution times of the four different methods for each of the four 
different random distributions of the 10000 sensors 

 
 

 

Figure 11The bar chart that shows the summary of the execution times of the four different methods for each of the four 
different random distributions of the 15000 sensors 
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Figure 12 The bar chart that shows the comparison of the execution times of the four different methods one of the four 
different random distributions of the 5000, 10000 and 15000 sensors 

4. CONCLUSION 
Four methods of computing the optimal number of clusters 
for a given random distribution of sensor nodes is 
presented. The methods are the Elbow method, the Gap 
Statistics method, the classical Silhouette method and the 
improved Silhouette method. The focus is to evaluate the 
performance of the improved Silhouette method and 
compare it with that of the other three existing methods. 
Specifically, the simulation results show that the execution 
time of the improved Silhouette method is the least among 
the four methods and the improved Silhouette method has 
accurate determination of the optimal number of cluster.  
On the other hand, the Elbow method has small execution 
time which is higher than that of the improved Silhouette 
method. In any case, the Elbow method is not as accurate as 
the improved Silhouette method in determining the 
optimum number of clusters. 
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